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A motor speech disorder is the damage or interruption of connections between parts of the
brain in charge of speech motor planning or muscle tone (Motor Speech Disorders, 2021).
Dysarthria is a motor speech disorder, and it is normally caused by medical conditions that
affect the muscles used to produce speech. These muscles are damaged, paralyzed, or
weakened, causing the person to have no control over it and make it difficult for them to
pronounce words (Dysarthria, n.d.). However, these articulatory errors are not random,
unlike in the case of apraxia (Kim, et al., 2008). “The location and severity of the brain
lesion can determine the acoustics of the sound waves" (Motor Speech Disorders, 2021).
Symptoms, such as slurred speech, varied rate of speech, among other acoustic anomalies,
vary based on location and severity, therefore distinct acoustic outputs are due to the
location and severity. These characteristics make it unique and that’s the reason that
traditional Automatic Speech Recognition (ASR) cannot identify their speech.

In the past, there have been studies of using Hidden Markov Models (HMM) with
transition-interpolation to determine bidirectional probability from a sequential input. This
model gave the best results when the speaker had severe dysarthria, suggesting that the
severity of the dysarthria is not a sufficient indicator for the performance of the models
(Vardhan Sharma & Hasegawa-Johnson, 2010). Another architecture previously proposed
by Shor, et al. was a Recurrent Neural Network Transducer (RNN-T), which was originally
trained with non-dysarthric speech and fine-tuned with dysarthric speech (Shor, et al.,
2019). More recently, there was the implementation that uses the Transformer in a
Multi-Task Learning Architecture (Ding, Sun, & Zhao, 2021) which improves the features
learning by separating the domain into multiple tasks within the same domain (Caruana,
1997). In their proposed approach they used an attention-based architecture along with a
Connectionist Temporal Classification (CTC) to divide the task into the sub-domains
(Ding, Sun, & Zhao, 2021). The methods described are computationally intensive and do
not incorporate information about the structure of the language that may reduce errors as
well as computation time.

The proposed approach is to use an end-to-end architecture for natural language processing,
along with Knowledge Distillation (KD) to develop a model that understands dysarthric
speech. Through this process, an initial model is trained to understand non-dysarthric
speech, and then used as the Teacher to train another model in a Response-Base Knowledge
environment (Gou, Baosheng , Maybank, & Tao, 2021). In this environment the second
model (known as the student) is optimized to interpret the input data of dysarthric speech
and return a similar output as the non-dysarthric speech; both inputs have the same label.



The data for non-dysarthric speech is obtained from the LJ Speech Dataset composed of
13,100 audio clips and containing a total of 13,821 distinct words. For the dysarthric data,
we are going to be using the UA Speech Dataset that consists of 765 isolated words per
speaker for a total of 19 speakers with cerebral palsy. For the latter dataset, each speaker
was classified into four categories; very low, low, mid, and high intelligibility (Kim, et al.,
2008). This dataset provides the waveforms and spectrograms which can be used to train
our model. Both datasets are labeled, and this data is saved in their own CSV which
includes what’s being said in the audio and the sample to which audio that label represents.

This environment was originally proposed for cross-modal knowledge distillation (Wang,
et al., 2020). Their proposed method to develop a text-to-speech autoencoder for dysarthric
speech reconstruction achieved a Word Error Rate (WER) between 9.33% and 48.65%,
depending on the intensity of the dysarthria. Granted their problem really was transforming
the dysarthric speech into non-standard, through Voice Conversion; we believe that using
knowledge distillation can be used for Automatic Speech Recognition.

Currently, for the Knowledge Distillation Environment, we have been studying both
Recurrent Auto-Encoders using Long-Short Term Memory (LSTM) and Transformers
architectures. The latter one uses a multi-head attention layer along with positional
encoding to interpret the relationship between the values within the sequence (Vaswani, et
al., 2017). A model that became state-of-the-art when it surpassed previous models in the
WMT 2014 English-to-German and WMT 2014 English-to-French translation tasks. On the
other hand, we have the LSTMs, which is a type of RNN that uses a series of gates to
control the information that gets passed on to the recurrent state by forgetting some
information and only keeping the relevant one, thus minimizing the issue of Vanishing
Gradient Descent (Hochreiter & Schmidhuber, 1997). Both architectures have shown great
results with Natural Language Processing and other Sequential Problems and follow the
encoder-decoder structure that is needed for the proposed approach.
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